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Key Principles for User Verification Mandates on

Social Media Platforms

Proportionality Less intrusive
alternatives

Risk based
verification

India specific
solution

Building
resilience

Executive Summary
Policy proposals for user verification on the 
internet are gaining momentum across the 
globe. There is a need to better identify 
anonymous perpetrators and fake profiles 
on the internet. Governments are hence 
considering mandatory user verification on 
social media platforms, such as – requiring 
users to disclose their real name or 
providing official identity documents. 
However, these proposals have received 
criticism, for diluting online anonymity, 
thereby adversely affecting fundamental 
freedoms such as free speech and privacy 
of users and being a disproportionate 
measure to curb online harms. This white 
paper explores if, and to what degree, 
should user verification requirements be 
imposed on social media platforms. 

Mandatory user verification is already 
imposed in sectors such as financial and 
telecommunication services. However, 
these services are not used in the same 
way as social media, which serves as a 
platform for free expression, political 
dissent and free press. These freedoms are 
fundamental to a thriving democracy. Thus, 
the trade off in introducing strict verification 
on social media platforms is much higher, 
because of the adverse impact on speech, 

anonymity and privacy of users. Mandatory 
user verification on social media may not 
pass the constitutional standards of 
proportionality. 

There is also limited empirical data to show 

that user verification mandates have 

reduced online harms. In fact, global 

precedent, such as in South Korea, has 

shown otherwise. There are also less 

intrusive alternatives available, which 

preserve some degree of anonymity of 

users, while still allowing identification of 

bad actors, if needed.

For user verification in India, policy makers 

also need to consider India’s demography, 

societal challenges, digital economy and 

infrastructure. User verification is cost 

intensive, which could adversely affect the 

growth of India’s burgeoning tech start-ups 

and in turn, India’s goal of a trillion dollar 

economy. There are also costs and risks 

associated with safely storing user data. 

Further, a majority of India’s marginalized 

population does not have valid identity 

documents. Identity verification will further 

restrict their access to the internet. Policy 

proposals in India should carefully balance 

these considerations.
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Chapter I: Introduction
Increasing instances of online harms have prompted law 
and policy makers to assess how to better identify and 
trace perpetrators on the internet, who often hide behind 
fake or anonymous profiles.1 While most online platforms 
require you to provide a name and an email address, it is 
difficult to verify if the information provided is indeed 
correct. This has prompted governments across the world 
to consider introducing online user verification 
requirements, to verify if people are who they say they 
are.2 For instance, to protect users against digital violence 

and anonymous hate speech, Germany has proposed a 
law that requires platform operators to disclose IP 
addresses of users.3 In 2023, Vietnam proposed a law that 
would mandate real identity registration for social media 
accounts to combat online scams.4 However, verification 
requirements are criticised for diluting the degree of 
anonymity afforded by the internet, which is considered 
crucial for freedom of speech and expression and 
democratic discourse. In fact, the proposed Vietnamese 
law has been condemned for curbing political speech5 and 

threatening privacy and human rights.6 The German law 
was also criticized for endangering whistle-blowers, 
anonymous sources of journalists and victims of stalking, 
who rely on anonymity.7 In India, social media platforms are 
currently required to allow users to voluntarily verify their 
accounts, such as through a mobile number.8 However, as 
mandatory verification become more prevalent, it is 
necessary to assess, for the Indian context, to what degree 
should user verification mandates be imposed on social 
media websites. 
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42%
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(51.5 crore)

population does not have
a birth certificate

700-800
per person

`

With its 759 million active internet users, online user 
verification in a country like India poses its own 
infrastructural challenges.9 User verification is capital 
and infrastructure intensive. There are massive costs 
associated with collection, verification and storage of 
personal data required for user verification. Various 
estimates show that user verification requirements 
like KYC cost around INR 700-800 per person (unless 
done with Aadhaar, India’s national identity card).10

This adds to a huge cost of compliance, given the 
scale at which social media companies operate. This 
would be over and above the costs associated with 
building the infrastructure, deploying manpower and 
storing the data safely. User verification will drive up 
the customer acquisition cost and also lead to 
customer drop off.

These costs can be prohibitive for smaller players and 
act as a barrier to entry in the digital ecosystem, 
thereby hindering their innovation and growth in the 
long run. Substantive regulatory costs due to complex 
regulatory regimes have a detrimental impact on the 
growth of businesses, often forcing them to shut their 
operations. For instance, a fragmented and complex 
regulatory environment is often cited as a reason for 
the lack of successful home-grown digital businesses 
in the European Union.11 The live streaming content 
service Twitch’s exit from South Korea is attributed to 
the country’s prohibitive network fees in comparison 
to other countries.12 A 2022 study by consumer trust 
society CUTS International, also highlighted the 
numerous compliances within the Indian digital 
ecosystem that disproportionately impact India’s 
digital businesses and start-ups.13 It underscored 
that, as of 2020, an average Indian business has to 
comply with 25,537 central compliances. These 
become 69,233 compliances if the company operates 
in all states,14 running contrary to India’s aim of 
promoting ease of doing business.15 Such costs 
impact the digital economy and ultimately India’s goal 
of becoming a 5 trillion USD economy.

Safeguarding the data of millions of users is also a 
humongous task. Platforms will either have to rely on 
government infrastructure (which comes with its own 
issues of surveillance and vulnerability) or build their 
own robust digital architecture to safely collect and 
store data of millions of users. Platforms will thus 
become even more susceptible to cybersecurity 
breaches and data leaks.

User verification also must be seen in the context of 
India’s demographic. A majority of India’s population, 
particularly from marginalised communities, are 
reported to not have valid identification documents.16 

As per reports, at least 42% (51.5 crore) of India’s 
population does not have a birth certificate.17 Although 

(unless done with Aadhaar,
India’s national identity card)
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the UIDAI website suggests that 99% of Indians have an 
Aadhaar card, it is not considered proof of age. Mandating 
the submission of identity documents, to access online 
platforms, creates access barriers to social media and the 
internet, further alienating these communities. Thus strict 
user verification will also adversely affect India’s goals 
under the Digital India mission to transform into a digitally 
empowered society and economy.

Online verification requirements can range from a simple 
captcha requirement to verify if you are human, age 
verification, to strict measures such as complete identity 
verification. Implementation of strict identity verification 

requirements in the interest of national security or public 
safety poses threats to fundamental rights of citizens, 
specifically their right to privacy and free speech. 
However, the right to privacy is not absolute. And can be 
restricted on certain grounds such as security of the state 
or public order. Thus, the challenge for policymakers in 
India is to balance the liberty of citizens and national 
security, while also ensuring that digital innovation in India 
is not negatively impacted.

This white paper explores whether and to what degree 
should user verification requirements be imposed on 
social media platforms.

Chapter II:
Exploring user verification and anonymity
This chapter discusses the differences between user identification, verification and authentication on the internet. It explores 
the relationship between user verification and anonymity. It discusses  anonymity as a concept, and its positive and negative 
use cases. It explores how user verification dilutes online anonymity and the various benefits it offers. In doing so, it argues 
that user verification requirements must not completely strip away anonymity and some degree of online anonymity must be 
preserved to protect free speech and privacy of users. 

A. Understanding identification, verification and authentication

User verification requirements on the internet

‘Identity’ is a collection of traits, indicators or 
characteristics that offer themselves as points of 
distinction between individuals.18 Identification thus 
happens through ‘identifiers’ i.e., the pieces of information, 
which individually or together help in distinguishing one 
individual from another.19 This may include a person’s 
name, age, date of birth, etc. These are generally referred 
to as real world identifiers. However, real world identifiers 

are not the only types of identifiers. There may also be 

identifiers assigned to people for purposes of 

communication.20 For instance, assigning a customer 

number to a person for interaction with a sales company or 

an online user’s IP address. 

The terms identification, verification, and authentication 

are often used interchangeably. However, they differ in 
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Chapter I
Lays down the background of the debate.

Chapter II
Discusses the relationship between anonymity and user identification and the benefits and risks associated with online 
anonymity. It emphasises the need for preserving a certain degree of anonymity when implementing user verification measures.

Chapter III
Discusses reasons for introducing user verification requirements in the financial and telecom sectors. It argues that identical 
requirements should not be imposed on social media platforms, because of the difference in the nature of services, risks and 
trade-off of rights.

Chapter IV
Examines user verification mandates in other jurisdictions, namely, South Korea, Brazil, the United Kingdom and the 
European Union. It highlights the various challenges and criticisms surrounding them, any perceived benefits and other 
consequences in these jurisdictions.

Chapter V
Provides the principles to be followed while considering user verification requirements on social media platforms in India.
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meaning. Identification generally involves self-declaration 
of information without a third party verifying that 
information. For instance, asking users to provide their 
name to register on a social media platform. On the other 
hand, verification means determining the veracity of the 
details or documents provided. Authentication means 
ensuring that a person is who they claim to be. However, 
verification and authentication are often understood and 
used synonymously21 and this paper also uses them 
synonymously for ease of understanding of the reader.

Authentication/verification is a two-step process which 
involves two parties - (1) the person who provides their 
information/the user (maker) and (2) the organization / 
person that verifies such information (checker). It involves 
verification of - (a) identity documents and (b) identity of 
the person furnishing such documents.

In the first step, the checker verifies the authenticity, 
validity, and acceptability of identity documents. 
Acceptability means that the documents can be accepted 
as per law or the checker’s internal policies. Authenticity 
refers to the legitimacy of the document. Validity means 

the document does not need to be renewed or has

not expired.

In the second step, the checker verifies the identity of the 

person who furnishes such an identity document. Before 

online verification became prevalent, a person’s identity 

was verified through in-person verifications. The checker 

would physically verify the identity document and then 

verify the identity of the person who furnished the 

document. For instance, at airports, the airport or airline 

authorities verify that the identification document 

submitted is valid and also physically verify that the 

document belongs to the person providing the 

identification document (by physically matching the 

photograph in the ID with the face of the person).

In the online context, for instance, Aadhaar-based 

authentication is widely used by regulated entities such as 

banks for verification. Banks will ask users to submit their 

Aadhaar number. The details provided are submitted to 

the Central Identities Data Repository (CIDR), a central 

database which then verifies if the data provided matches 

the information available with it.22 

Anonymity is the lack of distinguishing characteristics or ‘remaining nameless.’23 In anonymous interactions, individuals 
conduct their interactions without sharing identifiable attributes or characteristics.24 For instance, VPN service providers allow 
users to browse the internet with some degree of anonymity.

It is, thus, the condition of avoiding identification.26 It is because of this that anonymity allows bad actors to hide in plain sight.27

B. Unpacking anonymity

What is anonymity?

The next section explores how user verification impacts online anonymity. It discusses the concept of anonymity, its 
importance and how it can be misused in certain cases. It then explores how online user verification requirements dilutes 
anonymity, and thus endangers the various rights it enables. 

User Bank
(maker) (checker)

CIDR
(database)

Provides Aadhaar 

number for identification

Request Raised to 

CIDR for verification

Verifies against 

existing records

Anonymity is the opposite of identifiability,
where it is not possible to recognise an individual.25

?

There are different degrees of anonymity

Complete
anonymity
‘Complete anonymity’

is where the individual 

cannot be traced at all 

given the details 

shared by them.

Non-
anonymity28

‘Non-anonymity’ is 

where an individual 

is easily identifiable 

based on the traits 

shared by them in 

an interaction.29

Partial
anonymity
‘Partial anonymity’ allows 

for a limited tracing of an 

individual; it captures 

certain distinguishable 

traits which present a 

picture of the individual, 

such as their gender, 

geographical location etc.

For example, a visa application requires persons to provide identity documents such as their passport.
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Anonymity also allows sharing of anonymous tips and 
reports with law enforcement agencies,46 particularly, in 
cases where individuals fear retaliation or have concerns 
about their safety if their identity is revealed.47 Some 
jurisdictions, such as India, have anonymous crime 
reporting systems in place.48

The Report of Special Rapporteur on the promotion and 
protection of right to freedom of opinion and expression 
(Special Rapporteur Report) recognizes anonymity as an 
enabler of the right to privacy and freedom of speech and 
expression.34 In Justice K S Puttaswamy (Retd) v. Union of 
India (2017), Justice Chandrachud noted academician

Anonymity as an enabler of rights - Positive use cases of anonymity

Online anonymity is also different from offline anonymity. Offline anonymity could be achieved by using masks, not revealing 
one’s name, having a secret ballot, among other things.30 However, merely concealing your name is not enough to preserve 
anonymity on the internet.31 Online platforms by default collect various ‘identifiers’, such as IP addresses or cookie data, which 
can lead to tracing the user.32 

Complete online anonymity makes it difficult to identify people on the internet. With the increase in online offences, 
governments are debating between the need to preserve online anonymity versus introducing requirements to verify identity 
of online users. However, proponents for anonymity argue that some degree of anonymity is justified based on the wide 
benefits it provides for people and society, especially when it comes to having a thriving democracy.33 Thus, the debate is, to 
what extent should online user verification requirements strip away anonymity.

Anonymity also helps in destigmatization. It enables 
conversations on topics that are regarded as taboo, for 
instance, sexuality, sex education, sexual abuse, illness, 
homosexual marriage,49 sexual orientation or religion.50

Anonymous identities can enable marginalized groups 
access information, social services, communities and 
spread awareness of issues they face, while maintaining 
their safety. For instance, many platforms for reporting 
gender-based violence in India, such as Red Dot 
Foundation’s platform, Safecity51 and howrevealing.com, 
allow users to report anonymously. Anonymous reporting 
only highlights the egregiousness of the harm instead of 
focusing on the identity of the victim or the perpetrator, 
both of which create bias.52

Anonymity also promotes freedom of the press, by helping 
them protect their sources.43 It helps protect  journalists 
and whistle-blowers, who can reveal crucial public interest 
information, without fear of identification.44 There are 
several examples of this:

For instance, in 2019, pro-democracy protestors 

in Hong Kong used encrypted applications to 

organize protests and disseminate crucial 

information. Online anonymity protected them 

from surveillance by Chinese authorities. If not for 

anonymity enabling applications, protestors could 

be subjected to potential retribution by 

authorities.42

Laws related to sexual offences criminalize unintended 
disclosure of victim’s identities to protect victims.
For instance,

Online anonymity allows people to express themselves 
freely, engage in criticism and political satire,36 voice 

unpopular or contrarian beliefs without fear of 
punishment or retaliation.37 This freedom to disagree and 
criticise the state is fundamental for a deliberative 
democracy.38 For instance, human rights activists need 
anonymity to speak out against a hostile state.39 Thus, it 
allows for political dissent, which is particularly important 
in environments where free speech is restricted or where 
dissenting opinions may be met with repression.40 
Encryption and VPNs are important identity-concealers 
that aid political organization.41

to expose government 
suppression and mobilise 
protests against corruption and 
police brutality in Egypt.45

Wael Ghonim, an activist, used
an anonymous Facebook page
“We are all Khaled Said”,
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Alan Westin’s theory of 
privacy which recognizes 
anonymity as one of the 
states of privacy; where 
an “individual seeks 
freedom from 
identification despite 
being in a public space”.35

Figure 1: The event invitation to Egypt’s revolution 
on the ‘We Are All Khaled Said’ page.

The benefits of anonymity have also 
been recognized by the law in India.
The Whistle-blower Protection Act 201453

protects whistle-blowers by mandating 
their identity to remain concealed. 

A C T

Bharatiya Nyaya Sanhita 2023 (which 
replaced the Indian Penal Code 1860) 
criminalises the disclosure of the 
identity of victims of sexual offences.54

A C T
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User verification dilutes anonymity
There is a constant tussle between balancing the benefits 
and risks associated with online anonymity.
Verification and anonymity lie on opposite ends of the
spectrum. Higher degree of verification results in greater
dilution of anonymity. For instance, using a social media 
platform may require a user to share their email ID, which 
adds a layer of identifiability to their online presence. 
Whereas using online banking services would require 
additional layers of identifiability such as location, mobile 
number, answering security questions etc., thereby further 
peeling away anonymity. Stripping away anonymity erodes 
the benefits it offers, including threatening a person’s 
freedom of speech and right to privacy. Thus, user 
verifications requirements must dilute anonymity only to 
the extent necessary to the objective they seek to achieve. 
Some degree of anonymity must be maintained, in order to 
protect privacy and free speech of users. 

Misuse of online anonymity
While online anonymity promotes a robust deliberative 
democracy, opponents argue that it promotes harmful 
behaviour and decreases accountability. 

They argue that anonymity promotes behaviour that 
falls below established standards of civility58 due to
the supposed lack of consequences.59 Because it 
becomes easier to indulge in harmful behaviour when it is 

User verification was first introduced in the financial 
sector, to combat money laundering and terrorist 
financing. The Financial Action Task Force (FATF), the 
global organization for combating financial crime, 
recommended undertaking thorough customer due 
diligence through Know-Your-Customer (KYC) norms, and 

prohibited the creation of anonymous or accounts under 
fictitious names.66 The FATF recommendations provide a 
baseline requirement for financial institutions to collect 
data such as customer name, identity proof, address proof 
etc., but allow countries to adopt higher and more 
stringent standards for customer due diligence.

Chapter III:
Evaluating the need for user verification
measures on social media platforms
This chapter discusses user verification requirements in the financial and the telecom sectors - reasons for their introduction 
and harms they seek to address. It juxtaposes these mandates against identification and verification requirements on social 
media platforms. It then makes a case for having different degrees of user identification or verification for different types of 
services. This is attributable to differences in the nature of services offered by these sectors, degree and propensity of risks 
and harms, and the differential impacts on user rights. It argues that user verification requirements on social media must pass 
the constitutional standards for proportionality. It also discusses the less intrusive measures available, which maintain some 
degree of anonymity, but allow for identifying bad actors if required.

A. User Identity verification in the financial sector

Another positive use case of anonymity is in research 
studies and surveys, where participants are often 
given the option to remain anonymous. This encourages 
honest responses, particularly for sensitive topics where 
individuals may be reluctant to share personal information 
if they cannot do so anonymously. Anonymity in research 
can lead to more accurate data and insights.57

Despite multiple benefits, malicious actors sometimes 
misuse online anonymity for nefarious purposes. Some 
instances are discussed below. 

not dictated by norms of civility, courtesy and decency.60 It 
is argued that anonymity leads to ‘deindividuation’,  that is, 
lowering of social inhibitions and a state of loss of 
self-awareness.61 People who know they are anonymous 
may feel disassociated from their identity and ignore the 
consequences of their actions.62 It is also contended that 
online anonymity makes it difficult to identify and 
apprehend perpetrators of crime on the internet.63 Law 
enforcement agencies argue that it becomes difficult to 
track criminals without knowing who is behind an online 
pseudonym or anonymous account, making investigation 
of offences difficult.64 Greater resources and specialized 
technical knowledge is needed to then trace and 
apprehend such individuals.65

The HIV and AIDS (Prevention and Control) 
Act, 2017 protects anonymity of HIV-positive 
persons during court proceedings and 
prevents publishing of information that may 
lead to their disclosure.56

A C T

The Protection of Children from Sexual 
Offences Act 2012 also prohibits the media 
from disclosing information such as name, 
address, photograph, family details, school, 
neighbourhood which could lead to 
disclosure of the identity of a victim.55

A C T
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In India, the obligation to conduct customer KYC flows from 
the Prevention of Money Laundering Act 2022 (PMLA) and 
rules/regulations under it. Under the PMLA, reporting 
entities (RE) (such as banks, financial institutions, insurers) 
are required to verify the identity of clients through online or 
offline verification, against government issued Aadhaar 
cards or other officially valid documents such as passports, 
driving licenses. The RE is required to identify and verify the 
identity of their customers, at the time of opening the 
customer’s account, for international money transfers and 
for domestic transactions over a certain limit.67

The Reserve Bank of India has also come out with KYC 
directions where REs such as banks, must conduct 
customer due diligence when the customer opens an 
account68 or undertakes transactions such as deposits, 
withdrawals, or transfer of funds or applying for a loan.69 The 
customer is required to submit identification documents 
such as passport or driving licence, Aadhaar number or 
proof of possession of Aadhaar number or Permanent 
Account Number.70

For instance, in biometric Aadhaar e-KYC, the user submits 
their biometric information (iris or fingerprint data),73 which 
is matched against the biometric information of the user as 
stored in the CIDR database.74 Offline Aadhaar KYC 
requires users to upload a live photo which is matched 
against existing records.75

Thus, there are strict user verification norms in the financial 
sector in India to combat financial crimes such as money 
laundering, terrorist financing, fraud etc.76 and ensure the 
integrity and stability of the financial system.

B. User Identity Verification in the Telecom sector
Telecommunication services are integrated with many 
financial transactions such as banking and trading. Phone 
numbers are also extensively used for authentication. 
One-time Passwords (OTPs) are sent to phone numbers 
to verify users. Many perpetrators use fake telecom 
connections to conceal their identity. User verification 
requirements have thus been introduced in the telecom 
sector to combat SIM fraud, phishing, and financial fraud. 

Telecom service providers (TSPs), such as Airtel, 
Reliance Jio etc. are required to verify the identity of 
customers when they’re purchasing SIM cards or landline 
connections.77 TSPs collect details such as name, 
address, nationality, bank details, among other things, 
through customer acquisition forms as well as other 
identification documents, including Aadhaar number and 
photographs, to verify the identity of the subscriber.78

TSPs are also required to preserve call detail records and 

C. User verification on social media platforms
Verification requirements, which were traditionally 
imposed in other sectors, are making their way to social 
media platforms, such as age verification, identification of 
the first sender of messages, data retention requirements, 
among others. We discuss some of the user verification 
requirements on social media below, including the 
concerns surrounding them.

Identifying the first originator 
of information

The Information Technology (Intermediary Guidelines and 
Digital Media Ethics Code) Rules, 2021 (IT Rules 2021) 
require identification of the first originator of information. 
Significant Social Media Intermediates (SSMIs) i.e., 
platforms with 50 lakhs users or more which primarily 
allow users to interact and share information, can be 
ordered to enable the identification of the first originator of 

IP details of the users for scrutiny by the Government.79

Further, the recently passed Telecommunications Act, 
2023 (Telecom Act) that overhauls the regulation of 
telecommunication services in India also imposes user 
verification requirements. 

TSPs are obligated to identify their customers through any 
‘verifiable biometric based-identification’ methods that will 
be prescribed by the Central Government.80 Concerns 
have been raised over the privacy implication of this 
measure.81 The multiple instances of data breaches being 
reported such as the CoWin data leak82 or the ICMR data 
breach83 have also exposed the vulnerability of India’s 
security infrastructure for sensitive personal data. Thus, 
there are also concerns over the security of the biometric 
data collected and stored by TSPs. 

The KYC broadly involves two steps

Step 1
Providing documents /details 
(in other words- identification)

Step 2
Checking if the documents 
submitted are authentic, 
valid and acceptable 
(verification /authentication).

There have been several concerns surrounding this 
provision since it was introduced, such as – it 
compromises the right to privacy and free speech of 
users by stripping their anonymity on the internet;85

enabling traceability can weaken encryption on a 
platform86 which disproportionately impacts all 
users; users become prone to increased malicious 
attacks due to weak security architecture.87 This 
provision was also challenged by WhatsApp and its 
parent company Facebook (now Meta),88 which is 
currently pending adjudication.

Certain sectoral regulators
also impose KYC norms- for 
instance, the Insurance 
Regulatory and Development 
Authority of India (IRDAI) 
requires insurers to conduct 
KYC of their customers71 and 
SEBI requires KYC of 
investors investing in the 
stock markets in India.72

a piece of content (such as a message) on their computer 
resources, by a court or a competent authority under 
Section 69 of the Information Technology Act (IT Act).84
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Experts also agree that the traceability requirement will 
break end to end encryption (E2EE),89 which is 
considered essential to ensure security and confidentiality 
of all forms of communication over the internet. The ‘right 
to encrypt’ is also argued to be a part of the ‘right to 
privacy’.90 It has also been argued that the traceability 
requirement does not meet the test of proportionality 
under constitutional law,91 and thus is not a reasonable 
restriction to the right to privacy.92 However, interestingly, 
the government has issued a statement that this provision 
does not violate privacy of citizens and the issue of 
breaking E2EE is misplaced.93

There are also various technical challenges associated 
with this requirement. The IT Rules 2021 do not prescribe 
any mechanism to identify the first originator and no 
conclusive mechanism has been developed yet. 
Interestingly, the Government in its earlier statement had 
put the onus of finding a solution on entities
like WhatsApp.94

Most of the methods that have been proposed till now fail 
to correctly identify the first originator. For instance, one 
proposed method involves assigning unique hash values 
to messages95 but experts argue this could lead to 
identification of all users, exceeding the provision’s 
scope.96 Another suggestion involves tagging the 
originator’s information to messages,97 but this method 
also fails to conclusively identify the first originator. This 
could potentially lead to law enforcement agencies 
identifying the wrong person.98 Additionally, if the 
originator is outside India, the first recipient within India is 
considered the first originator. Thus, one can easily 
escape identification by using a foreign number.99 Further, 
technological solutions seem to be limited to identifying 
phone numbers or email addresses, not actual 
individuals.100 Further, the platform is only required to 
identify the first originator on their own network101 and the 
provision does not account for cross-posting.102 Thus, the 
absolute originator of the content cannot be conclusively 
identified.103 

infamously used to arrest a woman for criticising, on 
Facebook, a citywide shutdown over a politician’s death.
Another girl who merely liked the post was also arrested. 
The provision was struck down by the Supreme Court of 
India for unconstitutionally restricting the freedom of speech 
and expression, however it continues to be misused.108

These costs can be prohibitive for smaller players and 
hinder their innovation and growth in the market.

Thus, while the traceability requirement was introduced 
with an intention to apprehend persons who initiate crimes, 
such as hate speech or post CSAM content,105 it has led to 
widespread concerns over privacy and free speech. It has 
also been invoked for frivolous reasons. For instance, 
WhatsApp was directed by a court to identify the first 
originator of a message about the fake resignation of the 
Chief Justice of a High Court. WhatsApp was constrained to 
appeal the order, which was struck down on the ground that 
the content did not constitute a threat to public order.106

Sec. 66A of the IT Act is another example of how a 
well-intentioned provision led to unintended consequences. 
Section 66A was introduced to curb online harassment. It 
penalised a person for offensive, menacing, misleading 
content or content that causes annoyance over the internet. 
However, the provision became a tool to silence dissent 
and file frivolous complaints against citizens.107 It was 

CERT-In directions- Data retention
requirements for VPNs

Another concern is the cost associated with building a 
digital architecture that can enable traceability of the
first originator.

For instance, for platforms 
with 75 million users, the 
costs can amount to USD 
180,000 and for platforms 
with 750 million users, 
costs can amount to USD 
1.5 million.104 

Data retention requirements generally require entities to 
maintain a record of user data and activity. Law 
enforcement agencies and courts can call upon such 
entities to provide such information in furtherance of an 
investigation or proceedings before the court.114 Data 
retention requirements, thus, help in connecting acts to 
actors and promote accountability. However, they may 
potentially threaten a person’s right to privacy and 
anonymity in some cases.115 For instance, in India, such 
data retention requirements also apply to VPNs.

The 2022 directions issued by the Indian Computer 
Emergency Response Team (CERT-In Directions), require 
entities, including data centres, cloud service providers 
and VPN service providers, to store customer information 
such as validated name, email address, IP address, 
validated address, contact numbers and ownership 
patterns of subscribers.116

VPN service providers are important tools for users to 
access the internet anonymously, exercise control over 
their personal data and prevent involuntary sharing of 
identity with third parties.117 They are important tools for 
protecting the right to privacy.118  Many VPN service 
providers have hence expressed concerns about the 
impact of these requirements on users.119 Certain 
international VPN service providers have also suspended 
their India operations due to the extensive storage 
requirements.120 SnT Hostings, an Indian VPN service 
provider challenged the CERT-In Directions before the 
Delhi High Court, arguing that it violated the test of 
proportionality, storage limitation, purpose limitation and 
undermined privacy.121 The CERT-In, on the other hand, 
argued that the total anonymity of VPN can be misused
by users.122
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Another prime example is 
that of South Korea’s real 
name policy, which required 
people to mandatorily use 
their real names online when 
commenting on news sites109

or signing up for a website.110

It was  introduced to curb 
online harms.111 However, as 
per studies, the policy 
actually led to an increase in 
hacking incidents involving 
users’ identification details 
and did not actually lead to 
reduction in online harms.112 

The policy was eventually 
struck down for being 
unconstitutional.113
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Thus, the data fiduciary will be mandated to de facto 

D. To what degree should user
verifications be imposed on
social media platforms

Social media platforms are avenues for speech and social 
connection, unlike for instance, entities in the financial 
services. They perform the important function of helping 
deliberative democracy thrive, foster freedom of speech 
and expression, and allow users to express their authentic 
selves without fear of repercussions.

Obtaining verifiable consent under India’s new data law

For processing personal data of children (persons below 18 years) and persons with disabilities, data fiduciaries are required 
to obtain ‘verifiable’ consent of the parent or lawful guardian.125 The DPDPA does not specify what constitutes ‘verifiable 
consent’. The manner of collecting verifiable consent will be prescribed through rules. There have been wide ranging
concerns over this requirement.126

In order to obtain verifiable consent of the parent or lawful guardian, the data fiduciary will have to conduct verification at multiple 
levels. It will have to verify the age of the person claiming to be the parent (to ensure the person is not under age), the 
relationship between the child and the parent (to verify the person is the parent) as well as verify the identity of the parent itself. 
It may have to authenticate documents to verify details such as age and identity of the parent.

For instance, Z, a 17-year-old, tries to make an 
account on a social media platform by declaring his 
age as 18 years old. The social media platform will 
need to have a robust mechanism to verify Z’s 
correct age, such as through official documents. 
Thus, it will have to ask all users to provide 
identification documents. In another instance, Y 
wants to make an account for her 13-year child on 
a social media platform. The social media platform 
will have to not only verify Y’s identity but also 
confirm that she is the parent. 

User verification is not a one size fits all solution.
Different types of services require different 
approaches based on a variety of factors such as- 
the nature of service, degree of risk, propensity of 
harms, economic and technical feasibility, privacy 
expectations of the users, the trade-off of rights, 
among others. 

Thus, the trade-off in introducing strict user 
verification requirements on social media platforms 
is much higher. Strict user verification requirements 
on social media platforms will disproportionately 
impact a user’s fundamental rights. It will have a 
chilling effect on free speech that ultimately curbs 
the benefits that anonymity offers.132

India enacted its data law i.e. the Digital Personal Data Protection 
Act (DPDPA) on 11 August 2023.123 The DPDPA places certain 
obligations on data fiduciaries i.e., the entities that determine the 
purpose and means of processing personal data.124

verify the identity and age of all users on its platform to 
implement this requirement. This excessive collection of 
personal data goes against the principles of data 
minimisation where entities are expected to collect the 
minimum amount of personal data needed to provide a 
service. Storing the personal data of millions of internet 
users also poses the risk of cybersecurity incidents, 
leaving the data susceptible to leaks.127 

The government had earlier considered an e-KYC based 
model for verification under the DPDPA.128 The model 
considered using identity verification documents to verify 
the age of users. However, experts argued that this will 
lead to excessive sharing of KYC documents such as 
Aadhaar cards with private entities, thereby posing a 
security risk.129 They also claimed that the feasibility and 
reliability of this model is low.130

Since mandatory user verification 
requirements encroach upon a person’s 
right to privacy, it must pass 
constitutional standards of 
proportionality.133 The test of 
proportionality requires a state action to 
fulfil the following criteria:

The action should be sanctioned by law

The action must be necessary
in a democratic society for

a legitimate aim

The extent of such interference
 must be proportionate to the need of

such interference

There must be adequate
procedural safeguards 

against abuse of such interference134

As per reports, the government is considering multiple modes of verification under the rules- one, that utilizes public 
infrastructure and government authorized entities to verify identity through electronic tokens such as the DigiLocker system 
or using other reliable details of identity and age available with the platform.131 Social media platforms will need to build 
technical infrastructure to carry out this verification requirement as well as maintain security of this data. 
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This also means that the least intrusive measure
or alternative should be adopted. User verification 
requirements are not the only mechanism to identify 

Information already available with
social media platforms:

Most online services already collect metadata i.e. the data 
that describes a piece of information.137 This could include 
details such as- which users send messages to each 
other, when these messages are sent, size of these 
messages138 and location from where messages are sent, 
among other details.139 Law enforcement agencies have 
acknowledged that metadata can provide comprehensive 
information about user activity and the networks they form 
part of.  Therefore, meta data collected by social media 
websites can be used for the detection and investigation of 
online offences.140 

Online platforms also collect mobile numbers, IP 
addresses, cookie data, device and network information of 
users. Thus, while users may be anonymous to each other, 
online platforms generally have enough information to 
track users if needed.141 IP addresses are numerical labels 
assigned to each device connected to a computer network 
that uses the internet protocol for communication.142 An IP 
address can provide information about a user’s general 
location and internet service provider, without revealing 
the person’s identity.143 IP addresses have therefore been 
considered to be sufficient to collect information about 
users and identify them.144 For example, an IP address can 
help identify a person’s approximate location such as the 

state, city or the pin code of the place. Although 
time-consuming, law enforcement agencies have 
successfully been able to track origins of cyber-crimes 
using IP addresses.145 Further, law enforcement can get 
details such as, the name, address and bank details from 
TSPs who are already required to collect such data.146 

Requiring social platforms to collect and store personal 
data which is already collected by TSPs will likely not hold 
against statutorily or judicially recognized standards of 
data minimization.

Two-Factor Authentication (2FA):

Two-factor authentication is an extra layer of security that 
helps authenticating the user of an account. Generally, 
2FA involves a user establishing her credentials through 
two consecutive steps.147 The user will be required to put 
in their password. After successfully entering the correct 
password, an OTP will be sent to the user’s phone number 
or email address. Once she enters the correct OTP, the 
user will be authenticated. Some platforms also use a 
security question as the second layer of authentication. 
Similarly, some online services also send a verification 
link to the user’s email address or phone number. 2FA is 
commonly used while logging into internet banking 
profiles or social media accounts. 2FA protects privacy 
of individuals but still allows platforms to verify details 
such as phone number or email address, to authenticate 
the user.

Self-Sovereign Identity (SSI):
SSI is a model that helps individuals manage and control 
their digital identity in a secure, private, and decentralized 
manner.148  Users can decide what data is included in their 
digital identity, who can access it, and for what purposes. 
This helps protect the privacy and security of individuals’ 
data. Information is typically stored on a blockchain or 
other distributed ledger technology, ensuring that it is 
secure and tamper-proof. SSI employs cryptographic 
techniques, such as digital signatures and decentralized 
identifiers to ensure the integrity, authenticity, and security 
of identity data. Verification can be done without revealing 
more personal information than necessary. SSIs are 
designed to be interoperable and work across different 
services, platforms, and applications.149 Users can use 
their digital identity to access government services, 
services of financial institutions and online marketplaces 
too.150  For instance, this can be used in cases where only 
the age has to be verified but not the name or address. 

Thus, in many cases, strict user verification may not be the 
only measure available to achieve the intended objective. 

User verification requirements must only be imposed on 
social media platforms to the extent necessary to the 
objective being sought to achieve and relevant to the use 
case. The measure should pass the test of ‘necessity’. So, 
if the objective is to verify age, then complete identity 
verification is not necessary. For instance, under the 
DPDPA, the objective is to ensure online safety of children 
(or to restrict certain content to children). However, 
mechanisms such as- requiring identity documents to 
verify identity of parents will lead to de facto identification 
of all users of the platform. 

The unintended consequences of the measure should 
also be carefully considered. Law makers should consider 
empirical data on whether the requirement will meet its 
intended objective or lead to more harms. 

The impact on users’ rights should be proportionate to the 
intended objective. For instance, the traceability 
requirement is argued as disproportionate, since it 
compromises the privacy of all users on a platform to 
identify certain bad actors135 and may even lead to 
innocent individuals being identified as first originators.136

people on the internet. There are technical alternatives 
that offer a middle ground between maintaining some 
degree of anonymity but still making it possible to identify 
perpetrators, if needed. The alternatives aim to balance 
security while minimizing concerns surrounding strict 
user-verification requirements. Pertinently, these 
alternatives require users to prove that they are indeed the 
right person to be accessing a service, without requiring 
them to establish their individual identity.

Some of these models are discussed below:
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Chapter IV:
Exploring user verification in other countries
In this chapter, we will examine the user verification mandates in certain other jurisdictions and highlight the various 
challenges and criticisms surrounding them, any perceived benefits and other consequences. It examines user verification 
mandates in South Korea, Brazil, the United Kingdom and the European Union. 

In 2007, another law was introduced152 that required users to mandatorily use their real name online when signing up for 
websites, in an effort to curb online harms.153 However, various empirical studies, including one commissioned by the 
government, found no evidence that illegal activities decreased due to this user verification requirement.154 Studies showed 
that instead of promoting internet security, the real name policy actually introduced new hazards. The websites collecting 
millions of users’ identification details became treasure troves for hackers, and the number of hacking incidents reached 
alarming proportions.155 In August 2012, the South Korean constitutional court struck down the 2007 provision as 
unconstitutional, on the ground that it infringed upon the rights to free speech and personal identity.156  The Court added that 
there wasn’t sufficient evidence to suggest that the real name policy led to a decrease in online harms. The Court also 
reasoned that there were alternatives available- the authorities could track people through IP addresses and websites had 
other means such as blocking or deleting malicious posts.157

Thereafter in 2021, the provision in the Public Official Election Act was also struck down by the court as unconstitutional.158 
The court emphasized that prioritizing administrative convenience over freedom of expression unduly limits anonymous 
expression. The court further observed that the requirement was based on a vague premise that illegal content might reduce 
under the real-name internet system.159

C. UNITED KINGDOM (UK)
The UK does not have a real name policy, however recently introduced an 
age-gating requirement. In October  2023, the UK enacted the Online Safety Act 
(OSA), a landmark legislation regulating the internet.168 The OSA casts a duty on 
online platforms to prevent children from accessing harmful content, by ensuring 
age assurance (either age verification or age estimation or both).169

Age verification means a measure adopted to verify the exact age of users,170 while age estimation refers to a measure adopted to 
estimate the age or the age range of users.171

The OSA itself does not prescribe a method for conducting this age assurance, as long as the method is highly effective at 
correctly determining whether a user is a child. The industry and civil society have raised several concerns over the age 
verifications requirements. They argue that platforms would have to choose between sanitizing their entire platform impacting 
free speech or forcing all users to verify their age, impacting privacy.172

In December 2023, UK’s communication service regulator, Ofcom released draft Guidance on how age assurance can be 
done for pornographic websites.173

Hence, the Brazilian court seemed to have differentiated between absolute anonymity and relative anonymity. Brazil also does 
not have restrictions on VPNs and anonymity browsers.163

However, legislative proposals for user verification have been considered. In 2020, the Brazilian Senate approved a draft 
“Fake News Bill”, which had a mandatory identification requirement through a National ID and mobile number, for social media 
and private messaging services.164 The requirement was criticised for violating privacy rights.165 Amid the criticism, a revised 
draft was introduced166 where identification requirement is not mandatory.167 The bill is yet to be approved into law. 

B. BRAZIL

However, there have been instances where courts have defended anonymous speech on the 
basis of free expression and privacy.

The “Marco Civil da Internet” or the Internet Bill of Rights160 provides for freedom 
of expression but prohibits online anonymity.161 

In a significant ruling, a ban on the ‘Secret’ app, which allowed users to comment anonymously, was 
overturned by a Brazil civil court. The court noted that though the app allowed relative anonymity, it was 
possible to identify users if needed, such as through IP addresses.162
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South Korea first introduced a real name system in 2004 with an amendment to the 
Public Official Election Act, which required people to verify their real names before 
commenting on online news sites during election periods.151
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mandates in South Korea, Brazil, the United Kingdom and the European Union. 

In 2007, another law was introduced152 that required users to mandatorily use their real name online when signing up for 
websites, in an effort to curb online harms.153 However, various empirical studies, including one commissioned by the 
government, found no evidence that illegal activities decreased due to this user verification requirement.154 Studies showed 
that instead of promoting internet security, the real name policy actually introduced new hazards. The websites collecting 
millions of users’ identification details became treasure troves for hackers, and the number of hacking incidents reached 
alarming proportions.155 In August 2012, the South Korean constitutional court struck down the 2007 provision as 
unconstitutional, on the ground that it infringed upon the rights to free speech and personal identity.156  The Court added that 
there wasn’t sufficient evidence to suggest that the real name policy led to a decrease in online harms. The Court also 
reasoned that there were alternatives available- the authorities could track people through IP addresses and websites had 
other means such as blocking or deleting malicious posts.157

Thereafter in 2021, the provision in the Public Official Election Act was also struck down by the court as unconstitutional.158 
The court emphasized that prioritizing administrative convenience over freedom of expression unduly limits anonymous 
expression. The court further observed that the requirement was based on a vague premise that illegal content might reduce 
under the real-name internet system.159

C. UNITED KINGDOM (UK)
The UK does not have a real name policy, however recently introduced an 
age-gating requirement. In October  2023, the UK enacted the Online Safety Act 
(OSA), a landmark legislation regulating the internet.168 The OSA casts a duty on 
online platforms to prevent children from accessing harmful content, by ensuring 
age assurance (either age verification or age estimation or both).169

Age verification means a measure adopted to verify the exact age of users,170 while age estimation refers to a measure adopted to 
estimate the age or the age range of users.171

The OSA itself does not prescribe a method for conducting this age assurance, as long as the method is highly effective at 
correctly determining whether a user is a child. The industry and civil society have raised several concerns over the age 
verifications requirements. They argue that platforms would have to choose between sanitizing their entire platform impacting 
free speech or forcing all users to verify their age, impacting privacy.172

In December 2023, UK’s communication service regulator, Ofcom released draft Guidance on how age assurance can be 
done for pornographic websites.173

Hence, the Brazilian court seemed to have differentiated between absolute anonymity and relative anonymity. Brazil also does 
not have restrictions on VPNs and anonymity browsers.163

However, legislative proposals for user verification have been considered. In 2020, the Brazilian Senate approved a draft 
“Fake News Bill”, which had a mandatory identification requirement through a National ID and mobile number, for social media 
and private messaging services.164 The requirement was criticised for violating privacy rights.165 Amid the criticism, a revised 
draft was introduced166 where identification requirement is not mandatory.167 The bill is yet to be approved into law. 

B. BRAZIL

However, there have been instances where courts have defended anonymous speech on the 
basis of free expression and privacy.

The “Marco Civil da Internet” or the Internet Bill of Rights160 provides for freedom 
of expression but prohibits online anonymity.161 

In a significant ruling, a ban on the ‘Secret’ app, which allowed users to comment anonymously, was 
overturned by a Brazil civil court. The court noted that though the app allowed relative anonymity, it was 
possible to identify users if needed, such as through IP addresses.162
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D. EUROPEAN UNION (EU)

Additionally, courts have displayed their leaning towards protecting anonymity on social media. 

However, some recent attempts have been made by 
Member States to bring user verification on social media.
For instance, Germany’s proposed law which requires 
platform operators to disclose IP addresses of users.179 It 
has been criticised for threatening free speech, privacy, 
non-discrimination and other human rights.180 

The French Senate has also approved a new legislation in 
June 2023, aimed at restricting online crimes,181 which 
requires social media platforms to implement age 
verification mechanisms.182  The French Junior Minister for 
Children has suggested the potential use of facial 
recognition and credit cards for age verification.183 
However, experts have argued that while safeguarding 
children is essential, age verification regulations overlook 
technological challenges and shift the responsibility to 
private organizations.184 

The EU is an example of a jurisdiction which protects online anonymity, relying on its existing 
legal frameworks to tackle online offences. For instance, the Digital Services Act (DSA) regulates 
online platforms and seeks to prevent illegal and harmful online activities. Though there are no 
user verification requirements, users are allowed to flag harmful online content. Users can also 
challenge content moderation decisions of social media platforms, in case their content gets removed or restricted.175 This 
approach acknowledges the need for accountability and user protection against illegal content while ensuring that user 
anonymity and freedom of expression are not unreasonably curtailed.

The Guidance has been met with concerns over security of the personal data being stored and heightened risks of 
cybersecurity breaches.

Interestingly, the issue of ID verification for social media was taken up when the Online Safety Bill was being discussed in 
Parliament. However, the UK Government had then stated that restricting all users’ right to anonymity, by introducing 
compulsory user verification for social media, could disproportionately impact users such as whistle-blowers, journalists’ 
sources and victims of abuse as well as those who do not have ID documents.174

Mechanisms
to verify the

age of children
online

Open banking- where 
the service provider 

verifies the user’s age 
from existing bank’s 

records

Photo identification- where key 
details from an uploaded photo 

ID is checked against the 
user’s current image

taken during the
ID upload

Facial age estimation- 
where the user’s facial 
features are analyzed 
to estimate their age

Content restriction filter 
check on SIM cards- 

since only users above 
18 can have such filters

Credit card checks through 
banks – since only users 
above the age of 18 are 
allowed to obtain credit 

cards

Digital identity wallets- 
which allows users to 
securely store their 

attributes such as age
in digital format

The Court of Justice of the European Union has 
held that users of electronic communication 
services are entitled to expect their 
communication and data to be anonymous unless 
agreed otherwise.176 In 2022, the German 
Supreme Court ordered Facebook to allow users 
to use pseudonyms on its website. Two Facebook 
users had filed a legal action when Facebook 
deleted their account for using pseudonyms.177 
The court ruled that Facebook’s actions violated 
the German Telemedia Act that directs service 
providers to allow the use of their services 
“anonymously or under a pseudonym”, where 
technically and reasonably possible.178 
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disproportionate trade off in having strict user verification 
on social media platforms, since it adversely impacts 
constitutionally protected rights such as privacy, 
anonymity and free speech. There is also no evidence to 
suggest that user verification mandates have met 
intended objectives (such as reducing online harm), in fact 
global precedent, such as in South Korea, has shown the 
opposite. There are other alternative measures available 
which can meet the same objective without compromising 
on users’ fundamental rights.

We have provided below certain principles that should be kept in mind, when approaching the issue of online verification 
mechanisms on social media platforms.

Principles for online user verification mandates

User verification requirements must 
pass the test of proportionality:

Any verification requirement introduced on social 
media platforms must pass the constitutional 
standard of proportionality. It must be backed by a 
law; it should be necessary to achieve its intended 
objective; the impact of constitutional rights should 
be proportional to the intended objective; and there 
should be adequate procedural safeguards to 
prevent abuse. For instance, strict user verification 
requirements that prevent users from remaining 
anonymous online (such as when you are forced to 
use your real name or forced to submit identity 
documents) may not be proportionate since they 
completely strip away anonymity. Identification or 
verification requirements on social media must 
retain some partial anonymity, which allows 
authentication without violating privacy of users. 

Use less intrusive measures:

Strict user verification requirements are not the most 
proportionate solution always as there are other 
alternatives available. Policy proposals should keep 
the ultimate objective in mind- the intention is to 
‘identify’ bad actors, and not ‘verify’ all users on the 
internet. Here the distinction between identification 
and verification is crucial. Mechanisms/information 
that helps identify perpetrators would be a more 
proportionate solution instead of requiring all users 
on a platform to reveal their identities and subject 
themselves to verification. Policymakers should 
consider the less intrusive alternatives available for 
authenticating users on the internet or investigating 
online crimes. This also involves better utilizing the 
existing mechanisms available. For instance, law 
enforcement can coordinate with TSPs and platforms 
to share user account information, which can be 
combined to trace perpetrators.

Chapter V:
Conclusion and Recommendations
The chapter offers our conclusions and recommendations for implementing user identification and verification on social media 
platforms in India.

As discussed in the previous chapters, the debate on user 
verification has multiple facets, which presents unique 
challenges for policy makers.

There is no single policy or technological solution for this 
debate. It is no doubt that online anonymity reduces 
accountability and makes it difficult to identify perpetrators 
on the internet, which has prompted policymakers and 
governments to think about having verification 
requirements on the internet. However, there is a 

?

?

?

There are also broader policy considerations for India. 
The need for a robust digital architecture and 
resources to safely collect and store data of millions of 
users; the increased cost of compliances which deters 
new and smaller players in the market and hinders 
digital innovation; alienation of Indian citizens who do 
not have official identity documents. Relying on the 
State’s existing digital public infrastructure solutions, 
such as Aadhaar, comes with its own constitutional 
concerns such as violation of right to privacy due to 
widespread collection of biometric data.
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Risk based verification:
The verification mechanism should be proportionate 
to the risk involved. For instance, the kind of user 
verification needed for visa applications will be 
different from what is required for opening a social 
media account. What must be seen is – what is the 
degree of risk that is to be averted. Thus, the entire 
spectrum of user verification must be considered – 
from simple captcha requirements to stringent 
identity verification. The strictest measures should 
be imposed only when proportionate. For instance, in 
case pornography sites want to restrict content to 
minors, they only need to verify users’ age and not 
their real name or other identity details.

Different scenarios may also merit different 
responses. Platforms can have in-built algorithms to 
check suspicious user activity and send prompts for 
verification only in cases when suspicious activity is 
detected. For instance, asking users for verification if 
the platform detects graphic violent content. If an 
account is reported multiple times for hosting 
harmful content, then the user of the account can be 
asked to verify themselves. In some cases, which 
require a heightened degree of scrutiny, for instance, 
promotion of financial products such as loans, actors 
can be asked to get themselves verified.  

Building resilience in the ecosystem:
Policy considerations should also focus on building 
resilience in the ecosystem, rather than an overtly 
prescriptive solution. An example of this would be 
the problem of misinformation on the internet. Earlier 
solutions were broadly focused on prompt removal. 
However, there has been a shift, with conversations 
now focusing on transparency obligations instead. 
These transparency obligations focus on letting 
users know that content is AI generated, thereby 
advising user caution. Similarly, existing laws and a 
co-regulatory approach with the industry should be 
used to curb online harms. There should be 
increased focus on training law enforcement 
agencies to track pregtors through information that is 
already collected by social media websites. 
Investigation efforts can also rely on TSPs who 
already verify details such as name, address and 
bank details. Law enforcement should also be 
trained to exercise their powers in line with 
procedural safeguards. 

Another focus can be on skilling and knowledge 
building to create awareness among India’s 
internet using populace, especially for children and 
young adults. As per reports, 66 million Internet 
users in the country are in the age bracket of 5 to 
11 years.187 Hence, sensitization as part of schools 
and colleges can also empower children to access 
social media safely and responsibly.

Develop a unique India specific solution:
As India stands on the cusp of a great digital 
revolution, policymakers need to think about 
solutions specific to India, keeping in mind the 
country’s societal challenges and its growth 
trajectory into a trillion-dollar economy. The solution 
must account for India’s increasing pool of active 
internet users, projected to reach 900 million by 
2025185. It must also consider if the current digital 
infrastructure is resilient to account for the safe 
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